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Abstract
● We propose fully delexicalized contexts 

derived from syntactic trees to train word 
embeddings

● We demonstrate and evaluate our 
embeddings compared to vanilla word2vec
○ Nearest neighbours
○ Correlation to human judgement
○ Dependency parsing
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Outline
● Related work

● Our word embedding contexts

● Motivation

● Experiments and evaluation
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Related work
● Word2vec Mikolov et al. (2013)

● Word2vecf Levy and Goldberg (2014)
○ Syntactic context
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Vanilla word2vec (Mikolov et al. 2013)

* Output layer 
size: vocabularyOutput layer: Hope, you, your, weekend

 Hidden layer

Input layer: enjoyed
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Word2vecf (Levy & Goldberg 2014)

* Output layer 
size: ~vocabulary

Output layer: Hope/ccompgov, you/nsubj, 
weekend/obj

 Hidden layer

Input layer: enjoyed

6



Our method

* Output layer 
size: pos tags + 
features + 
dependency types

Output layer: ccompgov, nsubj, obj, VERB, 
Mood=Ind, Tense=Past, VerbForm=Fin

 Hidden layer

Input layer: enjoyed
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Motivation
1) How much semantics can be learnt without 

the actual words?

2) Does task-specific training help?

3) Unified treebank annotations → 
Universal/multilingual word embeddings?
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Experiments

● Training our word embeddings for 45 
languages

● Inspecting nearest neighbours

● Comparing our embeddings to vanilla 
word2vec
○ Correlation with human judgement
○ Dependency parsing (closely related task)
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Data
● Word embedding training: Automatically 

parsed raw text collection (Ginter et al. 2017)

● Parser training + evaluation: Universal 
Dependencies v2.0 treebanks (Nivre et al. 
2017)

●  Word similarity evaluation: evaluation 
service of 13 human judgement datasets 
(Faruqui and Dyer 2014)
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Evaluation: Nearest neighbours

vanilla 
word2vec

Our 
delexicalized 
vectors
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Evaluation: Nearest neighbours

vanilla 
word2vec

Our 
delexicalized 
vectors
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Evaluation: human judgement

● Our vectors not as good as word2vec but 
correlation is still positive
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Evaluation: Dependency parsing
● UDPipe parser with 

three different 
pre-trained word 
embeddings
○ Baseline: word2vec 

trained on treebank data
○ word2vec trained on raw 

text collection
○ Our trained on 

automatically analysed 
raw text collection
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Evaluation: Dependency parsing
● Green if our is 

better than 
word2vec, and 
difference to 
baseline is positive
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Evaluation: Dependency parsing

● word2vec +0.16 better than baseline on average
○ diff to baseline between -1.55% and +6.28%
○ 31 treebanks positive, and 23 negative

● Our embeddings +0.88 better than baseline 
○ diff to baseline between -0.80% and +7.30%
○ 45 treebanks positive, and 9 negative
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Evaluation: Dependency parsing

● pre-trained embeddings does not automatically 
increase parsing performance across languages

● delexicalized syntactic embeddings lead to 
higher performance as well as generalize better 
across languages when evaluated in closely 
related task
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Parser accuracy vs. quality of 
the embeddings

● Our word embeddings are trained on 
automatically parsed data
○ How does the baseline parser accuracy affect the 

quality of the word embeddings?

● Bootstrapping:
○ Baseline parser → parse raw text → embeddings → 

better parser → parse raw text → new embeddings 
→ even better parser?
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Bootstrapping on Finnish

● Small improvement with the second iteration 
model

→ UDPipe not optimal parser for this study as 
POS tags and morphological features are not 
revised

Baseline Iteration 1 Iteration 2

Finnish 75.70 77.35 77.57
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Bootstrapping vol. 2

● Baseline UDPipe not competitive with 
state-of-the-art on Finnish
○ 75.7% compared to 83-84%

● What if we use raw data parsed with (near) 
state-of-the-art parser?
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Bootstrapping vol. 2

● Raw data: Finnish Internet Parsebank
○ ~3.6 billion token collection of web crawled data

● Finnish-dep-parser
○ Omorfi rule-based morphological analyzer
○ Marmot tagger
○ Mate-tools graph-based dependency parser 
○ UD v1.2
○ LAS estimated to be ~82%
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Bootstrapping vol. 2

● Numbers are not comparable to our 
main result table!
○ Different version of UD (v1.2 compared to 

v2.0)
○ Raw text collection more than three times 

bigger

Warning! Numbers 
not comparable!
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Bootstrapping vol. 2

● UDPipe + our embeddings trained on 
Finnish Internet Parsebank: 82.21%

● UDPipe + word2vec embeddings trained 
on Finnish Internet Parsebank: 78.35%

● UDPipe baseline: ~76.5%
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Conclusions

● Fully delexicalized context for word 
embedding training

● Bit surprisingly, these embeddings are able 
to capture also semantic aspects

● Improve parsing accuracy and generalize 
better than standard word2vec embeddings
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