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A purely linear approach to language is

inadequate.

Claim One
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M. dehnt den Begriff auf neue Medien aus

M. extends the term to newmedia (particle)

German Examples



September 18, 2017 Benefits of syntactic n-grams, Andresen & Zinsmeister 5

mit dem vonM. sehr genau beschriebenen Fall

with the by M. very exactly described case

German Examples
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German vs. English (UD)



September 18, 2017 Benefits of syntactic n-grams, Andresen & Zinsmeister 7

Syntactic n-grams are an alternative

representation of language.

Claim Two
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Ich mag grüne Bananen .

I like green bananas .

linear n-gram

(Sidorov et al. 2012, Goldberg and Orwant 2013)

Syntactic N-Grams
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Syntactic N-Grams
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Syntactic n-grams can contribute to

stylistic analysis.

Claim Three
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How does the German academic language

of linguistics and literary studies

differ stylistically?

Case Study
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subcorpus of linguistics subcorpus of literary studies

30 PhD theses vs. 30 PhD theses

1.4 million tokens 2.2 million tokens

automatic annotation of lemma, pos and dependencies

(MATE, Bohnet 2010, trained on TIGER Corpus, Seeker and Kuhn

2012)

Data
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Data sets:

linear n-grams (token, size 2-5)

syntactic n-grams (token, size 2-5)

Questions:

For which of the n-grams can we attest a significant

difference between the two corpora? (based onWelch’s

t-test)

Which phenomena are captured by syntactic n-grams only?

N-Gram Analysis
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Syntactic n-grams capture many phenomena missed by linear

n-grams:

complex verbs (passive voice, modal verbs, particle verbs)

light verb constructions

…

Results
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Quantifying Interpretability
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1) Why is a purely linear approach to language inadequate?

The benefit of syntactic vs. linear n-grams 
for linguistic description 

Quantifying interpretability 
Annotation experiment
Finally, we make an attempt to quantify the interpretability and the 
nature of phenomena detected by linear and syntactic n-grams. For 
this purpose, we let three annotators classify the most distinctive n-
grams according to the categories to the left (Fleiss’ κ = .55, results 
based on majority vote).

Results
The figure to the left shows that syntactic n-grams detect a 
significantly higher number of lexical patterns while linear n-grams 
detect more grammatical patterns (Fisher’s Exact Test, p < 0.001). 
The concrete phenomena dominating the categories can be 
summarized as follows:
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syntactic n-gram analysis 
Data
The analysis is based on a corpus of 60 German PhD theses, 30 
each from linguistics and literary studies. The investigation’s aim is 
to identify stylistic differences between the two disciplines.

N-gram analysis
The frequency of all possible linear and syntactic n-grams with n=2 
to 5 in the two subcorpora is compared based on Welch’s t-test. The 
results are ranked by their p-value.

Example: significant syntactic 4-grams
Among the most significant syntactic 4-grams we find many 
structures that do not emerge in a purely linear approach. This 
affects, for instance, complex verbs (rank 1, 7, 8) and light verb 
constructions (2, 3, 4, 10).

LEX This n-gram contains a (complex) lexical unit …
LEX-P … or overlaps with one.
GRAM This n-gram contains a grammatical structure …
GRAM-P … or overlaps with one.
LEX-P_GRAM-P This n-gram contains part of a (complex) lexical 

unit and a grammatical structure.
NONE This n-gram does not contain a (complex) lexical 

unit or grammatical structure.

https://www.slm.uni-hamburg.de/germanistik/
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Syntactic n-Grams I 
Simple definition:
„[…] we consider as neighbors the words (or other elements like part-
of-speech tags, etc.) that follow one another in the path of the 
syntactic tree, and not in the text. We call such n-Grams syntactic n-
Grams (sn-Grams).“ (Sidorov 2012:1)

proaches have in common that they use syntac-
tic n-grams or syntactic subtrees for some practi-
cal application. Even stylistic approaches of aim
at classifying documents rather than describing
them. On the other hand, studies in the human-
ities that aim at describing and interpreting lan-
guage tend to use rather simple features that do
not include syntactic information. By merging
the means of the first with the aims of the sec-
ond group, we will explore the potential syntactic
n-grams hold for the linguistic description of lan-
guages.

4 Non-linear structures

We will at first motivate the need for syntactic n-
grams by considering non-linear structures in the
sense of structures that are expressed in a discon-
tinuous token string. This means that they cannot
be captured by regular linear n-grams. In partic-
ular, we are interested in structures which occur
frequently enough for us to expect them to have
an impact on n-gram creation. Section 4.1 gives
a theoretical foundation by introducing non-linear
syntactic structures from German. Section 4.2 dis-
cusses empirical consequences of these properties
with a special focus on the comparison of English
and German.

4.1 Theoretical foundation

To what extent the syntactic structure of a lan-
guage is linear is a question of typology and dif-
fers widely between languages. The use of n-
grams for linguistic applications and analyses is a
method that favors languages with dominantly lin-
ear structures, i. e. structures that are expressed by
continuous token strings. German is one example
of a language that is rich in non-linear structures.2

We will first focus on non-linear structures that
are projective, i. e. structures that do not cause de-
pendency paths to overlap. These are commonly
discussed under the model of Topological Fields
that describes German as using so-called bracket-
ing structures: Once the first part of the bracket
is realized, the reader/hearer expects the second
part to occur as well (see Kübler and Zinsmeister
(2015, 73) or Becker and Frank (2002) for an En-
glish description). Three types of these structures
can be distinguished:

2The non-linear characteristics of German are most
prominently described and parodied by Mark Twain (1880).

M. dehnt den Begriff auf neue Medien aus

M. extends the term to new media (particle)

(a) Example of a finite particle verb

weil die erste Silbe immer unbetont ist

because the first syllable always unstressed is

(b) Example of a subordinate clause with the verb in final
position

mit dem von M. sehr genau beschriebenen Fall

with the by M. very exactly described case

(c) Example of a noun phrase

Figure 1: Examples of non-linear structures in
German

Main clauses. In main clauses, several types of
complex verbal structures lead to non-linearity:

• full verbs complemented by auxiliary and/or
modal verbs,

• copula verbs complemented by predicatives,

• light verb constructions,

• finite particle verbs.

In all of these verb constructions, the finite part of
the verb will be in second position while the other
verbal elements are in final position. The num-
ber of phrases in between, in the so-called middle
field, is theoretically unlimited. Figure 1a shows
an example of the particle verb ausdehnen (‘to ex-
tend’) with the finite verbal part dehnt in second
position and the separated particle aus in sentence-
final position.

Subordinate clauses. This bracketing struc-
ture is opened by the phrase-initial subjunction
and closed by the finite and non-finite verb forms
that are in sentence-final position (see example in
Figure 1b).

n-grams to three annotators. They annotated
whether they found the n-grams to be interpretable
and, if yes, what kind of linguistic category they
could derive from the n-grams.

The paper is structured as follows: Section 2
gives an overview of work in computational stylis-
tics relevant to our study. Section 3 gives a short
overview of linguistic as well as non-linguistic
properties of linguistics and literary studies to
which we will relate our results. We present the
study’s setup in section 4 by describing our data
and how n-grams were generated (section 4.1) and
ranked (section 4.2). Section 4.3 gives a detailed
account of the annotation scheme and process. In
section 5, we present the results of the annotation
experiment and relate them to non-linguistic prop-
erties of the two disciplines. Section 6 discusses
our study’s implications.

2 Related Work

In this section we give an overview of studies in
computational stylistics, focusing on those inter-
ested in linguistically interpretable features.

Boukhaled et al. (2015) differentiate between
two methodological types of computational stylis-
tics: 1) the classification approach that uses lin-
guistic features to confirm or question a grouping
of texts based on non-linguistic features, e. g. au-
thor or genre, and 2) the hermeneutic approach1

identifying relevant linguistic features that serve
as a data-driven starting point for human interpre-
tation.

Most work has been done adopting the first ap-
proach, dominated by studies on the task of au-
thorship attribution as described in the survey by
Stamatatos (2009). The huge variety of features
presented here refers to all kinds of language as-
pects that are meaningful to a greater or lesser
extent, seen from a linguistic point of view. The
use of a character-based data compression model
is an extreme case of a linguistically uninforma-
tive method. Especially syntactic features, on the
other hand, potentially contain valuable stylistic
information. Hirst and Feiguina (2007) is an ex-
ample of such a study that is based on bigrams of
syntactic labels.

Among the linguistically motivated features
used in authorship attribution, syntactic n-grams

1This approach relates to hermeneutics, the distinctive
methodology of interpretation in the humanities, cf. Mantza-
vinos (2016).

Ich mag grüne Bananen .

I like green bananas .

syntactic n-gram

linear n-gram

Figure 1: Example of linear and syntactic n-
grams: This sentence includes the linear trigram
mag grüne Bananen and the syntactic trigram
mag>Bananen>grüne.

are the most promising for our research. Sidorov
et al. (2012) suggest a simple concept of syntactic
n-grams: Instead of linearly following the text sur-
face as regular n-grams do, syntactic n-grams fol-
low the dependency path in the sentence from head
to dependent. Figure 1 shows an example of a lin-
ear vs. a syntactic n-gram, spanning the same set
of tokens. In contrast to linear n-grams, syntactic
n-grams encode syntactically meaningful relations
in the sentence. Sidorov et al. (2012) achieve good
results in a (non-competitive) authorship attribu-
tion task with a model based on syntactic n-grams.
Goldberg and Orwant (2013) and Sidorov (2013)
augment the concept to n-ary branching subtrees.

The hermeneutic approach is much less promi-
nent than the classification approach and it is
dominated by the stylistic investigation of literary
works and academic language.

The features used here are primarily token-
derived and lexical in nature. A widespread use
of this type of analysis working with sequences of
words followed upon Biber et al. (1999)’s defini-
tion of ‘lexical bundles’2. This was mainly (but
not only) applied to the study of academic lan-
guage (e. g. Biber et al. (2004); Hyland (2008);
Chen and Baker (2010)). Durrant (2015) analy-
ses academic writing by students. By looking at
token 4-grams he creates a disciplinary cluster of
student writers. Additionally, Durrant interprets
the instances found by grouping them into func-
tional categories based on Hyland (2008).

The second field where this type of analysis
has proved productive is literary stylistics. Ram-
say (2007) bases his analysis of Virginia Woolf on
the character-specific frequency of single words.

2We will not adopt this terminology as we see in section 5
that not all phenomena discovered by this method are lexical
in nature.

2) What representation of language can be used in addition? 

3) How can syntactic n-grams contribute to stylistic analysis?

proaches have in common that they use syntac-
tic n-grams or syntactic subtrees for some practi-
cal application. Even stylistic approaches of aim
at classifying documents rather than describing
them. On the other hand, studies in the human-
ities that aim at describing and interpreting lan-
guage tend to use rather simple features that do
not include syntactic information. By merging
the means of the first with the aims of the sec-
ond group, we will explore the potential syntactic
n-grams hold for the linguistic description of lan-
guages.

4 Non-linear structures

We will at first motivate the need for syntactic n-
grams by considering non-linear structures in the
sense of structures that are expressed in a discon-
tinuous token string. This means that they cannot
be captured by regular linear n-grams. In partic-
ular, we are interested in structures which occur
frequently enough for us to expect them to have
an impact on n-gram creation. Section 4.1 gives
a theoretical foundation by introducing non-linear
syntactic structures from German. Section 4.2 dis-
cusses empirical consequences of these properties
with a special focus on the comparison of English
and German.

4.1 Theoretical foundation

To what extent the syntactic structure of a lan-
guage is linear is a question of typology and dif-
fers widely between languages. The use of n-
grams for linguistic applications and analyses is a
method that favors languages with dominantly lin-
ear structures, i. e. structures that are expressed by
continuous token strings. German is one example
of a language that is rich in non-linear structures.2

We will first focus on non-linear structures that
are projective, i. e. structures that do not cause de-
pendency paths to overlap. These are commonly
discussed under the model of Topological Fields
that describes German as using so-called bracket-
ing structures: Once the first part of the bracket
is realized, the reader/hearer expects the second
part to occur as well (see Kübler and Zinsmeister
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Non-linearity in German 
Theoretical foundation
German has many non-linear structures that are described as 
“brackets” (see Kübler and Zinsmeister (2015, 73) or Becker and 
Frank (2002)). Examples: 
•  particle verbs as in Fig. 1 a)
•  complex noun phrases as in Fig. 1 b)
•  subordinate clauses with the verb in final position

Empirical consequences
Figure 2 is based on the Universal Dependencies training sets 
for English and German (Nivre et al. 2017). It shows the 
distribution of distances of every word to its head, grouped by 
part of speech (pos). We can see that many pos are further away 
from their head in German than in English. The differences 
correspond to the phenomena named above.

a)

b)

Table 2: Annotation categories

  grammatical phenomena lexical phenomena
linear 
n-grams

relative clauses
(literary studies)

fixed phrases 
(linguistics)

syntactic 
n-grams

complex verbs
(linguistics)

light verb constructions  
(literary studies)

Table 1: The most significant syntactic 4-grams (light grey: more frequent in linguistics,  
dark grey: more frequent in literary studies)

Figure 1: Examples for non-linear phenomena in German

Figure 2: Distance between head and dependent in UD treebanks (without outliers) 
grouped by pos of dependent

Figure 3: Linear vs. syntactic n-grams in an example sentence

Figure 4: Result of the annotation experiment, grouped by n-gram type, n=160

ranksyntactic n-gram literal translation translation

1und>können>werden>. and>can>be>. and can be. (passive)

2rückt>in>Vordergrund>den bring>to>fore>the bring to the fore

3rückt>in>Nähe>die bring>in>proximity>the bring sth. closer to

4ist>in>Lage>der is>in>condition>the be capable of

5im>als>im>auch in>as>in>also in X as well as Y

6bei>als>bei>auch at>as>at>also at X as well as Y

7kann>werden>gelesen>als can>be>read>as can be read as

8
werden>erläutert>im 
>Folgenden

is>explained>in 
the>following

In the following, … is 
explained

9ist>in>Regel>der ist>in>rule>the is generally

10war>in>Lage>der was>in>condition>the was capable of

Syntactic n-Grams II
More elaborate definition:
„We define a syntactic-ngram to be a rooted connected dependency 
tree over k words, which is a subtree of a dependency tree over an 
entire sentence.“ (Goldberg and Orwant 2013:3)

Our experiments employ the simpler definition. 

Table 3: Grammatical and lexical phenomena represented in the n-grams by 
n-gram type (more frequent in the discipline indicated in parentheses)

Meet us at our poster!


